
 

 

B.Tech. (Fifth Semester) Examination 2013 

Analysis and Design of Algorithm (IT3105N) 

(Information Technology) 

Model Answer 

……………………………………………………………………………………. 

Section A 
Q.1 -                  (20×1=10) 

1. Merge Sort uses……………………approach to algorithm design. 

Ans: Divide and conquer 

2. Rod Cutting problem uses……………………approach to algorithm design. 

Ans: Dynamic Programming 

3. Edit distance problem uses……………………approach to algorithm design. 

Ans: Dynamic Programming 

4. Big O notation gives _____________ bound of the function. 

Ans: Upper bound 

5. ________ Notation works on lower bound of the function. 

Ans: Big omega 

6. ________ Notation is bounded by both upper and lower bound. 

Ans: Theta Notation 

7. The worst case complexity of Merge sort algorithm is…………………….. . 

Ans: O (n log n) 

8. Famous Algorithm used to find All-pair shortest path is _____________________. 

Ans: Flloyd-Warshall Algorithm. 

9. Dijkstra Algorithm is a ________________ Algorithm, used to find All-pair shortest path. 

Ans: Single Source Shortest path. 

10. In All-pair shortest path we create two matrices, they are ____________and ________. 

Ans: Weight matrics and predecessor matrics. 

11. Kruskal Algorithm is used for ______________. 

Ans: Minimum spanning tree. 

12. According …….…………….theory at every stage each node has a bound. 

Ans: Branch and bound 

13. To remove problem with recusion stack in devide and conqer ________________. 



 

 

Ans: sorting the smaller side and simultaneously removing the tail recursion. 

14. NP Complete problems are …………………… 

Ans: NP problems for which LєєєєNP and all problems in NP can be reduced to P 

15. To implement Tree we need _________ Data Structure. 

Ans: Linked List 

16. Prim’s Algorithm is used for ______________. 

Ans: Minimum Spanning Tree 

17. Floyd-Warshall Algorithm is used for ________. 

Ans: All pair shortest Path 

18. Time Complexity of Binary Search in average case is __________.  

Ans: O (log2 n) 

19. Collection of similar type of data elements is known as _____________. 

Ans: Array 

20. The items can be broken into smaller pieces to fill knapsack, is known as ……………… knapsack 

problem. 

Ans: Fractional Knapsack problem 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Section B 



 

 

     Note: Attempt any one question from each unit. Each question carries 8 marks. 

UNIT 1 

Q 1. Explain Quick sort algorithm. What are the two drawbacks of quick sort algorithm and how they 

can be removed? 

Ans: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

 

 

 
Q 2. Write and explain algorithm of Selection sort with proper example.. 

ANS: answer should contain following points 

1. algorithm of Selection sort  

2. explanation of the algorithm  

3. one proper example with diagram.  

 

UNIT 2 

Q 3. Explain 0/1 Knapsack problem with proper example and prove that dynamic programming is better 

for 0/1 knapsack problem. 

Ans: 

 

 

 

 

 

 

  



 

 

 



 

 

 

 
 

 

Q 4. Write and Explain floyed-warshall Algorithm. Find out the weight metrics and predecessor metrics 

for given graph using floyed-warshall Algorithm: 

 

 

 

 

 

 

 



 

 

Ans:  

 

 

 

 

 

 

 

 

 



 

 

 

 
 



 

 

Solution for the graph in figure: 

 

 
 

 

 

 

 

 

 

 



 

 

UNIT 3 

Q 5. Write and explain the algorithm for Rod Cutting Problem in detail using proper example. 

Ans:  

 

 
 



 

 

 

 

 



 

 

 



 

 

 
 



 

 

 

 

 

 

 

 

 

 

 



 

 

Q 6. What is Greedy Algorithm? Explain with Proper example. Also write the general characteristics of 

Greedy Algorithm. 

Ans: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

General Characteristics of Greedy algorithms:  

 
 

 

 

 



 

 

UNIT 4 

Q 7. What is Binary Search Tree? How searching is performed in Binary Search Tree? How to find out 

Minima Maxima in the Binary Search Tree? 

Ans:  

 

 



 

 

 

 

 



 

 

 
 

 

Q 8. Explain minimum spanning tree problem. Explain Prim’s algorithm for the solution of minimum 

spanning tree problem with proper example. 

Ans:  

 
 

 

 

 

 

 

 

 

 



 

 

 



 

 



 

 

 
 

 



 

 

UNIT 5 

Q 9. Explain Polynomial time verification using Hamiltonian cycle. 

ANS: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Q 10. Write and explain the algorithm for Edit Distance Problem in detail using proper example. 

ANS: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 


